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ABSTRACT
Identity theft resulted in corporate and consunossés of $56 billion dollars in 2005, with abou®/30f
known identity thefts caused by corporate datadives. Many US states have responded by adoptiag dat
breach disclosure laws that require firms to natifpsumers if their personal information has besh dr
stolen. While the laws are expected to reduce $gkeir full effects have yet to be empiricallyasared.
We use panel from the US Federal Trade Commissiibim state and time fixed-effects regression to
estimate the impact of data breach disclosure tawislentity theft over the years 2002 to 2006. \Wd fo
statistically evidence that laws reduce identityftheven after considering income, urbanizatidngrsess
of law and interstate commerce. If the probabiitypecoming a victim conditional on a data breachary
small, then the law’s maximum effectiveness is iehdy limited. Quality of data and the possibiliby
awareness and reporting bias also make properifidation difficult. However, we appreciate thatete
laws may have other benefits such as reducingtanvécaverage losses and improving a firm’'s seguaitd
operational practices.
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1. INTRODUCTION

Consumer identity theft resulted in corporate amdsamer losses of around $56 billion doflans2005 with about 30%
of known identity thefts caused by corporate databhes (Javelin Strategy & Research, 2006). A bi@ach occurs when
personally identifiable information such as namd social security or credit card number is accidiyntost or maliciously
stolen. These breaches can result in hundredsoatéimds (sometimes millions) of lost records, legdo identity theft and
related crimes. In an effort to reduce these crimemy US states have responded by adopting datetdisclosure laws
that require firms to notify individuals when theiersonal information has been compromised.

1.1 Support for data breach disclosurelaws
The spirit of the data breach notification laws epatained within two phrasesSinlight as a disinfectant,”? and ‘Right

to know.” First, by highlighting a firm’s poor security ntrols, legislators hope to create an incentiveafbfirms (even those
that have not been breached) to improve their otmthereby “disinfecting” themselves of shoddywséyg practices (Ranger,
2007). Natification can “transform [private] infoation about firm practices into publicly-known infieation as well as alter
practices within the firm” (Schwartz and JangerQ20 Proponents believe that the laws will forgen§ to internalize more
of the cost of a breach through notification letfezustomer support call centers, and mitigatirtgpas such as marketing
campaigns and free credit monitoring.

Second, this form of light-handed paternalism ofipresents a preferred approach to legislativereament compared
with a “command and control” regime (Magat and M&i¢c 1992). Consumers feel that they have the tighie informed
when firms,use or abuse their information. Having being notified of a bobaof their personal information, consumers could

! This value was calculated as the estimated numbigtentity theft victims in 2005 multiplied by theverage amount stolen per victim:
8.9M victims * $6,383 loss/victim = $56.6B. (Actuainount lost per consumer was $422 on average.)

2 This phrase is originally attributed to JusticailsoBrandeis, 1933, http://www.brandeis.edu/ingggt/sunlight/, accessed 11/08/07.
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then make informed decisions and take appropriat®rs to prevent identity theft. For example, tdigate the risks,

consumers can alert their bank, credit card metchtaa FTC, or law enforcement. They can close eddimancial accounts,
or place a credit freeze or fraud alert on theidirreport Notifications can also enable law enforcementeaeshers, and
policy makers to better understand which firms aedtors are best (worst) at protecting consumett éanployee) data.
Ponemon (2005) showed that consumers lose confdandirms who suffer breaches. Though, it may olpéy through

legislation that firms acquire enough incentiveatdually improve their practices to reduce theliileod of future breaches
and repair consumer confidence.

Moreover, at least four US congressional hearirygtconvened to discuss how data breach laws ndageadentity
theft (US Congress, 2005a, 2005b, 2005c¢, 2005de ddnnection has even warranted a special repom tthe US
Government Accountability Office (GAO) examiningetteffect of data breach disclosure laws on idertigft, yet their
findings have been inconclusive (Wood, 2007). @atifan legislators consider their data breach Isaw possible remedy for
identity theft? “This bill is intended to help consumers protdwtit financial security by requiring that state mgjes and
businesses that keep consumers' personal informattia computerized data system to quickly disclimseonsumers any
breach of the security of the system, if the infation disclosed could be used to commit identisftth Further, the UK
Science and Technology Committee claims that, “detaurity breach notification law would be among thost important
advances that the United Kingdom could make in ptomg personal internet security” (House of Lor&kience and
Technology Committee, 2007).

1.2 Arguments against data breach disclosure laws

However, it is unclear whether this kind of disclmsregime does, in fact, produce a socially odtionacome. While it
may improve a firm’'s security practices and allamsumers to mitigate the risks of identity theftne claim that it may also
create unnecessary costs for firms and consunwereyihg social welfare and reducing innovation asdmmerce activity.
Lenard and Rubin (2005, 2006), for example, ardnae if, indeed, the probability of a consumer gtrfig identity theft is
low enough, then both firms and consumers couldrinonecessary costs by overreacting. Firms wawddrithe unnecessary
costs of notifying consumers, and consumers wautdri the unnecessary costs from constantly freeanythawing their
credit reports. Second, they argue that these ipsliotmpede e-commerce and stifle technological ldgwent by
discouraging firms to innovate using consumersspeal information (or stop collecting it altogethehey also consider
how firms are burdened by complying with multipdésparate, and perhaps conflicting disclosure 1&gy further conclude
that these laws are unnecessary because of theviiod:

» The probability of becoming a victim to identityefthas a result of a data breach is very low, adaumly 2%.
«  The externality is not as severe as claimed becameand 90%of the cost of identity theft and fraud is alredutyn by
the firms (businesses, banks, credit card issugs;hants).
» Firms may use self-regulated notifications as aketadifferentiator. If sufficiently valued by thewrsumer, the market
will react accordingly, favoring those firms whootse to disclose.
* The notices, themselves, may go unheeded eitheo ibne reacts to the warning, or if consumers vecto many
notices, desensitizing or confusing them aboutitie
An article in the Wall Street Journal “Business Ar@ogy Blog” agrees that something must be donaréwent future
breaches, but disagrees that the solution lies gatrernment legislation. It argues that becaushetpeed by which online
attacks change, more legislation would simply poeda lowest threshold of compliance, “Our biggesr fis that legislation
will result in worse security by giving companiesecurity floor to meet that's fine for 2007 butleel helplessly outdated
a few years from now."Moreover, they claim that the policies will becqrtf@] set of rules that companies spend money
complying with, but which doesn’t end up preventihg crimes it was designed to stop.”

3 A fraud alert informs potential creditors that@sumer may have been a victim of identity theffte Ereditor must then take additional
measures to verify the identity of the consumecrédit freeze prevents a creditor from checkingmsamer’s credit report, or opening
new accounts.

4 http://info.sen.ca.gov/pub/01-02/bill/sen/sb_13%00/sb_1386_hill_20020926_chaptered.html, acceb34b/08.

5 Of course, information security practitioners gmdponents of the law would argue that this idait a beneficial outcome.
% As estimated by Javelin Research in 2003 (90.2%)5 (89.6%) and 2006 (93.7%)

" http://blogs.wsj.com/biztech/2007/10/11/congress+as-on-data-security/, accessed 02/13/08.



1.3 Summary

These arguments present a stimulating debate aghéther data breach disclosure laws reduce idetti#jt, and
something which, to our knowledge, no one has gitedhto empirically measure. Using panel data entity theft gathered
from the Federal Trade Commission (FTC) over treey@002 to 2006, we use state and year fixedtaffgcession analysis
to empirically estimate the impact of data breaahs| on the frequency of identity thefts.

We find no statistically significant effect thatwa reduce identity theft, even after consideringoime, urbanization,
strictness of law and interstate commerce. The tdck significant negative effect may be due toabhes accounting for a
small enough percentage of total identity theftgaiding any actual crime reduction by more commanses such as lost or
stolen wallet. Quality of data and the possibitifyawareness and reporting bias also make propetifitation difficult.

The rest of the paper is organized as follows: i8e@ provides background literature on variousr®of information
economics and disclosure policy. Section 3 dessrithe causes and characteristics of data breacttegiata breach
legislation. Section 4 describes the sources oftigetheft and summary statistics. We perform datalysis in Section 5 and
discuss policy implications in Section 6.

2. RELATED WORK

2.1 Information Economics and Disclosure Policy

A policy maker considers losses by both consumes fams when determining the optimal level of disure
legislation. Consider a firm deciding whether tealtbse or conceal information about the qualitit®product or service to
their customers, law enforcement or government @agewhile incentives exist for firms to voluntarillisclose favorable
information, they clearly prefer to conceal unfade information. Firms realize that the cost frdisclosure increases the
more they internalize (or are liable for) consurtmses. However, social welfare may increase whencbnsumer takes
measures to mitigate their risk of harm.

Many researchers have studied variations of thémago. For example, Shavell (1987) examines tloentives for
producers to reveal favorable information, and mwards to firms that conceal unfavorable inforomtiHe shows how
sellers with low quality goods conceal informatiabout their products and free ride off of compesitaiith better quality
goods. i.e. "parties with verifiable informations¢efavorable than a certain threshold will keepnsi' He presents an
example of a car dealership with information on thechanical problems for the cars. They will likelgt disclose even
minor problems because the sale price of usednitiigcrease from sellers of unverifiably highewality cars.

Polinsky and Shavell (2006) examine how firms aagimformation about their products in mandatorg aoluntary
disclosure policies. They note that mandatory dmale is better for the consumer, but that in aactjon with a liability
regime, can also lead to a suboptimal outcome Isecatreduces incentives for firms to acquire rnfation about product
risks in the first place (through research, prodesting)."

Mathios (2000) examines the effect of mandatorgld&ire of food labels on salad dressings in anchhiNew York
grocery stores. He discusses how market incentimeegist for firms to disclose product informatiddamely: if consumers
know the value of products, if firms have credibtethods of communicating quality, and where conssraee skeptical
when firms don't disclose product information. Hescribes other models that predict how voluntascldsure leads to
"partial unraveling of information." For instandhat firms don't voluntarily disclose when it's tgsor when they can't
credibly "convey the information."

Jin and Leslie (2003) study health information ltisare in the restaurant industry. Specificallgytind that disclosing
the hygiene quality of a restaurant increases ea#fpection scores. Moreover, and importantlys thécame a credible
signal to consumers who responded by demanding&leastaurants.

Arora, Telang and Xu (2004) discuss the role obbcpg maker in the optimal time to disclose softevamulnerabilities
Here, the competing forces are the costs to the tiir develop, test and release a patch for theteffesoftware, versus the
cost the consumers would incur in the event ofttach that exploits that vulnerability. Costs te firm decrease with time,
and costs to the consumer are increasing with fimge attacks over time). They find that softwagadors wait longer than
is socially optimal to release a patch and thaheeiinstant disclosure nor non-disclosure is oakim

Magat and Viscusi (1992) argue that disclosureslagion will only be effective if the human eleméntonsidered. That
is, disclosure will be more successful when thenivay provides relevant information that helps tiserumake an informed
decision. They claim that, “consumers do not alwagpond rationally to both the information and ¢hanges in risk levels.
To be effective, information programs must conv@glimation in a form that can be easily procesaed,in an accurate and
meaningful way that will enable individuals to makéormed decisions."



Together, these studies discuss the incentivedirfos to disclose information about the quality tbkir product or
service and how this changes under different lighiégimes.

2.2 Environmental Disclosure and Deterrent Policies

There is a strong precedent of disclosure leg@iati the United States. For example, the Foodlmug Administration
(FDA) requires that a firm notify them if it encaens, “any adverse experience associated with $keofi the drug that is
both serious and unexpected,” or if “any findingnfr tests in laboratory animals that suggests afisignt risk for human
subjects.? The Federal Hazardous Substances Act “requiresaptienary labeling on the immediate container afardous
household products to help consumers safely studeuae those products and to give them informathmut immediate first
aid.”

The Environmental Protection Agency (EPA) requifest, “if a release of an extremely hazardous sulgst occurs...the
owner or operator of the facility shall immediatggovide notice...to the community emergency coornin&® A specific
example of their efforts is the Toxic Release Inven (TRI) program developed by the EnvironmentabtEction
Community Right to Know Act (EPCRAY.Firms polluting above a certain threshold musbrefhe quantity and type to the
Environmental Protection Agency. Hamilton (1995ativered that the first disclosure reduced firnclsfarice by 0.3%, or a
loss of $4.1M in stock value on the day of the ldisare. Konar and Cohen (1997) found that afteoanoement of TR,
firms with the largest negative (abnormal) stockumes reduced their emissions the most. These estuslipport the
"sunshine" law effect - that firms do respond tolspolicies by improving their practices.

Cohen (2000) states that, "information disclostreus law violations might be another form of peyait addition to any
direct government-imposed monetary fine.” He listsnumber of reasons why information disclosure alkouirm's
environmental penalty would be relevant to shams!:

e The dollar value may impact the expected valudeffirm (valuation of stock price)
* It would be a cause of concern for lenders not ingrtb lend to risky firms
» Ancillary penalties such as sanctions from innaatr expansion
» Lost sales from "green" consumers

Cohen studied alternative environmental deterrepokicies on environmental disasters. Specificalig, examines
empirical studies that estimated the effects of itpang (inspections) and enforcement (civil suitsiminal penalties, and
fines) activities on firms. In the context of aibhsport operations and pulp and paper mills, &kesthat, “studies show that
both increased government monitoring and increasgdrcement activities result in reduced polluti@mmd/or increased
compliance.” Further, he describes regulations timgose a fine on the firm for an employee’s negigor malicious
activities, and observes that when the fine ishigh it creates a perverse incentive for the fimhto monitor its employees.
If the fine is too low, of course, the firm haglétincentive to comply with enforcement. The ingplion for this paper is that
if the penalty of disclosing a breach is too higmay reduce a firm’s incentive to install appriape security tools to detect a
breach.

Many of the empirical studies of environmental dtesits involve coast guard monitoring of oil spélsd paper and pulp
mills. For example, Epple and Vischer (1994) exadigoast guard monitoring of oil transfer operatiorhey found that a
10% increase in monitoring reduced spill volume 3$% but increased spill frequency by 2.1%. Thatthey found a
significant deterrent effect (by reduced incidemtesity) but an increased detection of violatidBshen (1987) examined the
impact of targeted and random monitoring of oihsfers and found that targeted monitoring redugéti®lume by 1.7%,
and random monitoring reduced spill volume by 2.0%.

These studies demonstrate a long history of digobokegislation as applied to the environmentat®sed hey show that
forcing firms to disclose harmful outcomes can jdeva deterrent effect through proper enforcement dunction of
inspection and monitoring.

8 http://www.accessdata.fda.gov/scripts/cdrh/cfdufcé/ CFRSearch.cfm?fr=312.32, accessed 10/28/07.
9 http:/iwww.cpsc.gov/businfo/regsumfhsa.pdf, acedsE0/28/07.

10 http:/Mww.epa.gov/region5/defs/html/epcra. htngemsed 10/28/07.

1 http://www.epa.govi/triiwhatis.htm, accessed 0283/



2.3 Criminal Deterrence Policies

Data breach notification laws, as with many envinental or criminal laws are, in essence, detemetities. Whether
enacted to reduce pollution, street crime, or ddjurm’s incentives, there are generally threghwods by which deterrent
policies can be effective: increasing the perceiyrdbability of conviction (certainty), increasinpe harshness of
punishment (severity), or accelerating the swiftne$ punishment (celerity) (Akers and Sellers 2003grtainty would
represent the likelihood that a firm (its customersothers) detects a breach. Severity would ssnethe cost of the breach
to the firm as a function of consumer redress,| ¢awsuits, fines, fees, etc.. Celerity would regaet the time from when
information was lost or stolen until the firm beeaaware of it.

Many criminologists have studied deterrence effeétaw, in general (Clonginger 1975; Blumsteinagt1978; Levitt
1995; Nagin 1998; Robinson, Darley and John, 2G0R) others have focused specifically on the deteetfects of gun
laws and crime (Lott and Mustard 1997; Black andjiNal996, Donohue and Ayres 2003) and capital pumént (Mocan
and Gittings 2003; Donohue and Wolfers, 2006). WHhiere appears to be no conclusive evidence tovbetmingly
support deterrence policies, for the purpose &f shiidy, we gain valuable insight into methodolabapproaches of crime
research.

3. DATA BREACHESAND BREACH LEGISLATION

3.1 Data Breaches

A data breach is generally considered an “unauthdriacquisition of computerized or other electrogéda, or any
equipment or device storing such data, that comjzesithe security, confidentiality, or integrity pérsonal informatiort?
Types of sensitive and personal information inclndee, date of birth, social security number, pagdp, driver’s license,
biometric, or any other kind of personally idemtifle, government-issued, medical, or tax infornmatiSources of data
breaches are presented below in Tabté The data represent 773 breaches of US organizatioliected by Attrition.org
from the years 2002 to 2007.

Table1: Summary Statstics of souresof data breaches

BusinessType  Count Per centage Total Records Average No. of

Lost Records L ost
Business 246 32% 209M 850k
Educational 246 32% 6M 24k
Government 201 26% 47M 233k
Medical 80 10% 5M 63k
Total 773 100% 267M

Educational institutions and businesses incur abfmisame percentage of breaches (~32%), but eréaator firms are
by far responsible for the greatest average numbecords lost (850k per breach). Of the 773 dreac190 were a result of
internal (42 malicious and 146 accidental) actgfi 575 were caused by external sources (hackels, and 8 were
unknown. 600 involved theft of social security nuardy and 63 involved credit card numbé&2were due to lost data and 35
were due to errors with disposal of data.

There are a number of ways that firms become awheebreach. First, they may detect the breach skbras, either
when an IT or security staff notices unauthorizedeas to sensitive information, or suspicious trassion of data. They
may be notified by a customer or concerned citiz#io notices that personal information has suddéelygome publicly
available. They may be informed by a customer wbiicas suspicious activity on a financial staten@ntredit report and
contacts the firm directly. According to a 2007v&yr of 702 firms, 42% of breaches occur becaudesbfor stolen hardware
(laptops, PDAs, portable memory devices) (Poner26ay).

12 hitp://www.dccouncil.washington.dc.us/images/0020061218135855.pdf, accessed 10/04/07.
13 http://attrition.org/dataloss/dataloss.csv, lasessed 08/22/07.



3.2 USData Breach Disclosure L egisation
As of December 31, 2006, 28 US states had adogttdldeach legislation, as shown in Figure 1 arlleT&* in the
Appendix.

) T 2006

ST-"”'"% v 2008
Figure 1: Adoption of breach notification laws from 2002-2006

While details of the legislations vary across statieir central themes are consistent. Specificdliey require
notification a) in a timely manner, b) if personaiientifiable information c) has either been last]s likely to be acquired,
by an unauthorized person, c) and is reasonablgidered to compromise the confidentiality, intggat availability of the
individual. Specifically, all of the laws addre$ tfollowing topics:

Definition of a Breach: The state laws are generally consistent in regamihiat constitutes a data (or security) breach.
For instance, the California law, SB. 1386 defimedreach as the “unauthorized acquisition of coenmed data that
compromises the security, confidentiality, or intggof personal information maintained by the persor business.”
(Hutchins, 2007). Whereas, Nebraska describe acbraa “unauthorized access of unencrypted competerdata that
compromises the confidentiality, integrity or aaility of personally identifiable information ma#ined by an individual or
commercial entity® Some state laws such as in California, New Yo Arkansas account for data on paper, rather than
just digital information.

Personally Identifiable Information (PI1): Generally, PIl includes part of a consumer’s namaddition to another piece
of identifiable information. For example, the Califia law describes PIl as, “individual’s first nepor last name and first
initial, in combination with a social security nuetb driver’s license or other state identificaticerd number, or account
number, credit or debit card number with the nemmgsaccess code or password.” Kansas relaxes tjreenent for the
access code or password, whereas other statesdettpaudefinition. Arkansas and Delaware, for exampiclude medical
information, and Nebraska, North Carolina and Wisto include biometric data.

Trigger: A critical differentiator of the state laws isethrigger, or threshold, by which notification misg made. 17
states require notification when the personal imfation is reasonably assumed to have been acqoyresh unauthorized
party. Whereas, the others require notificatiorydhit is reasonable to believe the informatiorlwause harm to consumers.
That is, whether the information has been losttolea (acquisition-based, lower threshold), or wketthere is reason to
believe the information could be used maliciousiskibased, higher threshold).

Covered Entities: State data breach laws do not apply to all puaiid private agencies homogenously. For example,
both Maine’s and Georgia’s laws apply to data brelonly, as opposed to private firms or governnageincies. That is, “a
person or entity who, for monetary fees or duegjagas in whole or in part in the business of ctihge assembling,
evaluating, compiling, reporting, transmitting, niséerring, or communicating information concerniimglividuals for the
primary purpose of furnishing personal informatimnnonaffiliated third parties, but does not in@dudny governmental
agency whose records are maintained primarilyriffic safety, law enforcement, or licensing pug®$ The specificity of
Georgia’s law is likely due to the fact that Chagoat, the data broker that suffered the very papwata breach, is

14 For the purpose of this paper, we are includirgDistrict of Columbia, but not city-specific bréalaws such as in New York city.
15 http://www.das.state.ne.us/nis/greports/bug/LB_.8d6 accessed 02/18/08.



headquartered in Georgia. 23 state laws applyl tvagdgories, private-sector firms, data brokeis state agencies, whereas
13 apply to only 2 of the 3 categories.

Notification: Notification refers to the timeliness by whictetfirm must notify the consumer. It also descritiesvhom
notifications must be sent. For example, the comsudaw enforcement, state agency, and/or congi@ss. method of
notification is also described (by phone, emakik) faut alternative channels are available if thetad notification exceeds a
stated dollar value, or the number of compromisecbants is greater than a certain threshold, offithe does not have
sufficient contact information. For example, thdifdenia law allows for substitute notification fhe cost exceeds $250,000
or if the number of affected consumers exceeds0BQO,

Exemption (Safe Harbor): Some state laws provide exemption for firms alyegoverned by industry-specific legislation.
For example, 16 states including Indiana, Michigad Minnesota provide exemption for financial firihthey are governed
by GLBA. 7 states including Arizona, Hawaii and immh provide exemption for firms governed by HIPA@ther
exemptions are provided if: the firm has contadsed enforcement and they believe consumer notificamay jeopardize
the investigation; if the data has been encrypadtiqugh many laws do not specifically define thisjhe compromised data
exists in paper form only; if the number of conster&ffected is below a certain threshold; or if dag¢a are public to begin
with.

Penalties: The consequences of not complying include stiitereey general and civil right of action. Manytssdo not
specify a maximum civil penalty, but some do. Fearaple, the Arizona and Arkansas laws allow a gpghalty not
exceeding $10,000, whereas the limit is $25,000dnnecticut and Idaho, but $500,000 in Florida.

An important characteristic of these state lawthad the residency of the consumer rather thatotteion of the breach
drives disclosure. Therefore, a firm that incurglada breach must comply with the state laws of ezfctheir affected
consumers. For example, if a retail firm in Oredgocurs a breach, it must notify any consumer tleaides in California.
However, if one of these consumers reports ideitigft to the FTC, it may be counted as a repamnfiCalifornia, not
Oregon. The consequence of this is that when Caldadopted the law in 2003, firms located actbsdUnited States were
affected. It was, in fact, because of Californias that Choicepoint was forced to notify Calif@niresidents, even though
the company is headquartered near Atlanta, Georgia.

4. IDENTITY THEFT AND THEFTC

4.1 Causesof Identity Theft

Most often, the causes of identity theft is notwnpbut is an important consideration when estingathe maximum
potential effect of data breach disclosure lawsalRtcally, the laws would not reduce identity fsedue to stolen mail or
garbage. However, identity thefts that fall witlanfirm’s controlcould be reduced by such laws. In a randomized phone
survey conducted by Synovate (on behalf of the FAWD7), 12% of identity thefts occurred as a restiinteraction with
firms, while another 56% of victims did not knowetlbause. This places an approximate bound on tteapd effect from
12% to 68% (12% + 56%). In another survey of 50&iwis conducted by Javelin Research (2006), £ 6eportedly fell
within the control of businesses. ResearcherseaCnter for Identity Management and Informatioat&tion (CIMIP) at
Utica College studied 517 identity theft cases frithhm US Secret Service (2007). In the 274 case®)5Ehere the source
could be determined, 26.5% originated from firmsomparison of these causes is shown below in Table

18 The data have been rescaled to account for theirtfiGiduals who did not know of the source of idlgntheft. The categories
controlled by the firm are: Taken by a corrupt bess employee: 15%, Some other way: 7%, Misuseatd drom an in-
store/onsite/mail/telephone transaction: 7%, Stél@m a company that handles your financial dat.: 6



Table 2: Causes of Identity Theft

Cause Synovate (2007)  Javelin (2006) CIMIP (2007)

Unknown 56% 53% 47%
Company Controlled 12% 16% 26.5%
Lost/Stolen Wallet 5% 14% 6.2%
Personally knew thief 16% 7% 8.3%
Lost/stolen mail 2% 4% 4.6%
Computer/Phishing/Interne 2% 4% 3.3%
Other 7% 2% 4.1%
Total 100% 100% 100%

Once appropriated, attackers use personal infoomati many ways. For example they can incur fraeiu€charges on
existing accounts, or apply for new utilities (pkorlectrical, television, internet) and finan@atounts such as credit cards,
mortgages, and loans (Givens, 2000). They can appte a victim’'s social security number, drivelitsense or passport to
obtain identification or medical benefits. The CRM$tudy (2007) of 517 Secret Service identity thaftes revealed that 78%
of criminals used the victim’s identity to obtaindause credit or cash, 22.7% used the identitypteeal their own identity,
and 20.9% applied for vehicle loans.

4.2 Data Sourcesand Summary Statistics

Surveys can be useful tools for gathering datactnah crimes. For example, the Bureau of Justiedistics, as part of
the National Crime Victimization Survey, conductsope interviews of around 49,000 households askimgther anyone in
the household has been a victim of any numberiofes, including identity theft. The interviews weax@nducted from July to
December in 2004 and January to December in 2@@Htity theft was defined as: “unauthorized usattempted use of
existing credit cards, unauthorized use or attechpse of other existing accounts such as checldngumts, or misuse of
personal information to obtain new accounts or $pat to commit other crimes.” Their surveys foluapproximately 7.2
million victim households (3.3%) in 2004 and 6.4limn victim households (5.5%) in 2005.

Synovate, on behalf of the FTC conducted nationaleys in 2003 and in 2006. The 2003 survey ingsved 4,057
people between March $7and April 23! 2003. 4.6% of respondents claimed they were victifidentity theft within the
past year, suggesting a total of 10 million victin2002. The 2006 survey involved 4,917 interviemssducted between
March 27 and June 11, 2006 and found that 3.7%esfandents suffered identity theft, suggestingtal tf 8.3 million
victims in 20052

Javelin Strategy and Research conducted surve3@08, 2005 and 2006 of around 5000 individuals.ifmtesults show
10.1 million victims (4.7% of the population) in @®, 9.3 million victims (4.25%) in 2004, and 8.9llan victims (4.00%)
in 2005

In contrast to these surveys, the most comprehemsiblic source for identity theft data have bdendonsumer reports
published by the FTC since 2002 (further descrilpe8ection 5). Summary statistics for annual regubiitlentity thefts are
shown in Table 3. A plot of identity theft rategforts per 100,000 persons) is shown in Figur@ 2006, Arizona had the
highest reported identity theft rate of 149.2 whilermont had the lowest, at 28.5.

Table 3: Total Identity Theft reports, 2002-2006

Y ear Average Stdev  Min M ax Total % Change
2002 3,040 5,019 81 30,782 155,028

2003 4,079 6,526 127 39,500 208,033 34.2%
2004 4,705 7,464 179 43,900 239,960 15.3%
2005 4,874 7,621 158 45,180 248,591 3.6%
2006 4,694 7,178 178 41,415 239,391 -3.7%

17 Note that this survey represents household natitheal responses. Since the interviews lasted éniyonths, the 6.4 million figure is
an approximate annual estimate. See http://wwwusnj.gov/bjs/pubalp2.htm#it for more information.

18 See http://www.ftc.gov/bep/edu/microsites/idthéd more information.
19 See http://www.javelinstrategy.com/ for more imf@tion.
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Figure 2: | dentity Theft rate for 2002-2006

These data show identity theft reports increasing decreasing rate from 2002 until 2005, aftercWtthey decline
slightly in 2006. By comparison with other crimdgble 4 shows the average reported crime ratedftity theft, fraud,
violent (murder, forcible rape, robbery, aggravaiedault), and property crimes (burglary, larcemytor vehicle theft). Both
identity theft and fraud data are collected frora #I'C and other crime data are gathered from thieUrform Crime
Reports (UCR) database.

Table 4 : Average Reported Crime Rates 2002-2006

ETC Uniform Crime Reports
Year |DTheft Fraud | M.V.Theft Robbery Property Burglary Violent
2002 43.0 76.4 432.9 146.1 3,630.6 747.0 494.4
2003 58.3 105.1 | 433.7 142.5 3,591.2 741.0 475.8
2004 66.8 124.3 | 4215 136.7 3,514.1 730.3 463.2
2005 69.4 133.4 | 416.8 140.8 34315 726.9 469.0
2006 66.3 133.1| 3984 149.4 3,334.5 729.4 473.5

4.3 Comparison of reported identity theft rates by states with and without law

Prior to 2005, only California had adopted the lawt in 2005, 11 new states adopted the f3and 16 more in 2006
Figure 3 shows the relative changes in reportedtiiyetheft rates for three groups: those that @aeldpn 2005, 2006 and
those that, as of the end of 2006, had not addhtethw (23 staté§.

Average identity theft rates 2002-2006
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Figure 3: Comparing reported identity theft rates

20 Arkansas, Delaware, Florida, Georgia, Nevada, Mevk, North Carolina, North Dakota, Tennessee, $exad Washington.

2! Colorado, Connecticut, Idaho, lllinois, Indianapuisiana, Maine, Minnesota, Montana, Nebraska, Nevsey, Ohio, Oklahoma,
Pennsylvania, Rhode Island and Wisconsin.

2 Alabama, Alaska, Arizona, Hawaii, lowa, Kansas,nteky, Maryland, Massachusetts, Michigan, Misgigsi Missouri, New
Hampshire, New Mexico, Oregon, South Carolina, Bdddkota, Utah, Vermont, Virginia, West Virginia,ydming and Washington
D.C..
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The figure illustrates how all three trends areéasing at a decreasing rate from 2002 to 2008y afhich there is a
slight decline in 2006. The average rates of idgnkieft for states that had not adopted (middie)lireach a maximum of
about 33. Identity theft for states that adoptesl ldw in 2006, however, are consistently lower tgrotline, maximum of
around 32) while states that adopted in 2005 hagteehrates of identity theft (top line, maximumasbund 41).

4.4 Data generating Process

The primary effect of data breach disclosure lasviiforce firms to notify consumers when theirsoeal information
has been lost or stolen. Ideally, as more consuarersiotified, more will take precautionary measurereduce the risk of
becoming a victim of identity theft. Conceivablyovever, a secondary effect of the law is (given ttireat of having to
notify consumers) to incentivize firms to improvir security controlbefore they suffer a breach (the sunshine effect). This
improvement may reduce the number of data breaet®s reducing the number of identity theft crimiEsese cooperative
effects are shown below in Figure 4.

Primary effect +
ry + [ Consumers »| Consumers

ho mitigats
/ who are notifie¢! W orirsnklga ©

Data breach Data . Identity theft

disclosure laws breaches - crimes
; e

Firm's incentives
+ | toimprove

Secondary effect security controls

Figure 4: Two effects of data breach disclosure law

However, a further consideration is that the disgte laws may produce another secondary but confli¢opposing)
effect by increasing consumer awareness, what Warcawareness bias, as shown in Figure 5.

Primary Effect t| Breach | —— L[ Consumers
notifications| who mitigate
7 risk
> Consumer
_Data breach ) Datah 4+ | dentty theft reported
disclosure laws$ reaches|— ) crimes [ ™ identity thefd
] j *
Firm's incentives .
\\; to improve Awareness Bias
security controls
Secondary effects

Consumer
awareness o
identity theft

Figure5: AwarenessBias

As more state-level disclosure laws are passey,ftle an increase in media attention from datathes and the threat
of identity theft. This may cause more victims frathforms of identity theft (not just data breaches) to report the crifrféor
example, newspaper and magazine articles that édestity theft often provide recommendations totims of identity theft
by encouraging them to report the incident to th€ F

2 In July 2006, the OMB (Office of Management anddBet) issued a requirement to all government agenttiat they report any
security incidents (including breaches) involvinid. Buring a conference in October 2007, Karen EByadministrator of the Office of
Electronic Government and Information TechnologthatOMB claimed that the number of reports haseiaged to about 30 incidents a
day. She further commented that the increased tdvelporting “reflects increased market awareriess.
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5. DATA ANALYSIS

The Identity Theft Act and Assumption Deterrencet At 1998* criminalized “knowingly transfer[ring] or us[ing],
without lawful authority, a means of identificatiof another person with the intent to commit, oaim or abet, any unlawful
activity that constitutes a violation of Federak]ar that constitutes a felony under any applieg®iate or local law. It also
empowered the FTC to "log and acknowledge the pexedf complaints by individuals who certify thdtey have a
reasonable belief* that their personally identigaimformation has been “assumed, stolen, or otiserwnlawfully acquired.”
As a result, the FTC established the Identity Thefta Clearinghouse in November 1999 to colleattitietheft complaints
from victims. Consumer Sentinel is the web portaldhich annual identity theft reports are made latéé to the public, and
where law enforcement can further mine the data.

For our analysis, we use consumer reported idethifts for each state, including Washington Dr@uf the years 2002
to 2006 collected from the FTC. Since only annwghdare published, we invoked the Freedom of Inébion Act to request
monthly data. We then aggregated the monthly d#tasemi-annual time periods (producing 510 obsems) since this
was the smallest time-frame for which we expectedde an effect of law. This single, federal datarse reduces the
possibility of inconsistent data collection betwestates which could lead to erroneous estimatiBos.example, changes in
classification criteria, incentives to report mordess crime, or funding constraints (Blumsteid &viallman, 2006).

Use of self-reported crime data is a familiar isrecriminologists who are often limited by usitigese data rather than
actual crimes (e.g. Uniform Crime Reports versus NatioBdame Victimization Surveys). The frequent undeparting of
crimes is often referred to as the “dark figure’id@man and Reiss, 1967) and represents a poteaiate of error.
Blumstein et al. (1991) studied the relationshipsMeen reported (UCR) and actual (NCVS) data onlaties and robberies
and found that the UCR and NCVS are “systematicalgted to each other over time so that valuenaf series can be
estimated with reasonable accuracy from the valubeoother.” Clearly, their effort benefits frommet existence of long-term
time series data for both actual and reported ilmet demonstrates that reported crime data cawderaeasonable
inferences about actual crime trends. To our kndgge the FTC is the only source for only crossiseat (state), time series
data on identity theft.

5.1 Basic Modd

We use state and year fixed effects OLS regredsiadentify the effect of the breach notificaticaws on the identity
theft rate (identity thefts per 100,000 peoplexeki effects estimation using panel data allowsousontrol for unobserved
heterogeneity at the state level by introducing shymrariables for each state and time period. Ifieation of the coefficient
estimates, therefore, comes from variation acrdase @nd time. For example, one might expect the numbers of
thieves/attackers or a firm’s security controlshange over time, which could affect the level&dehtity theft. While we do
not have measures for these variables, we willrasghey are constant across state and will thexdfercaptured by the time
fixed effects. The basic regression model is:

idthefty = o + BihasLaw;+ > p; Related + Y 0ssEconomig; + > 05 Crimey + 0s + Ay + &g

Where s indexes state and t indexes (6 month)ginieds. The dependent variable is identity theti {dtheft) for state
s in period t, and the variable of interest is andy variable lfasLaw) equal to one when a state adopts the law and zero
otherwise.Relatedy represents credit-related laws that may also affgevent) identity thefts. One such legislatisnthie
credit freeze law. These laws enable consumerppty @ccess control to their credit reports, thgrpteventing firms with
whom they have no prior agreement to make creditiifes. If an attacker is trying to open a newaact that requires a
credit check, they will be stopped and this kind idéntity theft will be prevente®f. The Fair and Accurate Credit
Transactions Act (FACTR) is national legislation that was passed as a resptmidentity theft that allows individuals to
request a free annual credit report. This legstatvas enacted over the period from 12/01/04 t@ 196 beginning with
west coast states and ending with east coast .states

Economicy is a vector of state-level economic and demograpbntrols, as are commonly used in crime analysigt
and Mustard, 1997; Donohue, 2004; Donohue and WIf2006), such as the log of population, state GIeP capita,
average state income per capita, and the averagaployment rate over each 6 month period. We aislude firm births

24 http:/ffrwebgate.access.gpo.govicgi-bin/getdo@dighame=105_cong_public_laws&docid=publ318.105ssmd 02/14/08.
% Note that it will not prevent victimization if thettacker uses an existing account.
28 http:/iwww. ftc.gov/opa/2004/11/facta.shtm, accdsb@/07/07
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and deaths per capita. We do not include demograghitrols such as race or age composition becagsaelieve these
effects remain relatively constant over our fivarygme window and will therefore be captured Iatestixed effects.

The CIMIP study (2007) observed that offendersdehtity theft tend to have a history of propertd aolent crimes for
which we control with the suite @rimey variables that contain burglary, larceny, motonigke theft and a single regressor
for all violent crimes. Further, as shown in TaBlehere are many causes of identity theft thatnatedue to data breaches.
We believe “Fraud,” as recorded by the FTC, isaso@able proxy for these other sources. Fraudislatllected, managed
and reported in a virtually identical method asniitg theft and includes such activities as shopeane/catalog sales,
prizes/sweepstakes, internet auctions, and foraigmey offers.

Finally, 65 and A; are state and time fixed-effects aag is the familiar error term. All regressions aren rwith
heteroskedastic robust standard errors clustergdated by state. Descriptive statistics are shiovirable 6.

The dates of the adoption of data breach notificataws from January 1, 2002 to December 31, 208& wbtained
from state and federal legislation websites. Far plurpose of analysis, we are concerned with the the law became
effective (what we refer to as “adoption”), rathiean the date the law was passed. We believefttia true driver of the law
is to create incentives for firms to improve thaiactices, these incentives will likely only takel force after the adoption of
the law. The median delay between passage andiaddpgbout 4.5 months with a mean of just undevonths.

State population and GDP data were obtained frent® Census bureau. Unemployment rates were cadléaim US
Department of Labor, Bureau of Labor StatisticgsBeal income was gathered from the Bureau of Bmiménalysis of the
US department of commerce. Firm births and deattre wollected from the US Employment and Trainirdgministration.
The FTC provided the fraud data and other crime deds obtained from the Federal Bureau of Invetstigs (Uniform
Crime Reports).

5.1.1 Extended Model
It is reasonable to believe that the effect of lmay differ across certain demographic charactesistDur extended
model includes the variables listed below.

Demographics: A relevant public policy issue ictmsider where these laws would have a strongecteffor instance,
it is reasonable to think that the effect wouldsb®nger in conditions where people are more likelgxperience identity
theft. The Bureau of Justice, National Crime Viézation Survey on Identity Theft (Baum, 2007) rapdrgreater levels of
identity theft for households with higher incomesmore urban locations. To test this, we createithd@ator variables, high
income and urbanization. We first find the meareath state’s personal income per capita from 2@@&B-2High income
states are those with average incomes greaterttieamedian ($3,159). The 26 high income statedigtesl in Table 5. We
interact high income with the breach lawaf_Highincome). Using data on percent urbanization for eactedtave set an
indicator variable equal to 1 if the state’s petagbanization is greater than the mean of 68.8B& 26 urban states are also
listed in Table 5. We then interact urbanizatiothwhe state’s adoption of the lalafv_Urban).

Lagged Law: Next, we consider that the law mayhaote an immediate effect but that it changes witle t We therefore
include an alternative specification replacingsLaw with lagged dummy variabledlPerOld, d2PerOld, and d3PerOld,
representing 1 (6 months), 2 (one year) and 3y@as) or more periods after the law is adoptesheetively.

Strictness of Law: So far, we have assumed thabrathch laws are homogenous. We now relax thisngssn and
consider that some laws may be stricter if theyildkthe following properties: acquisition-baseadr(fing more disclosure
from a lower threshold of breach), cover all eefit{businesses, educational and government instis)f higher penalties for
fines, no exemptions for GLBA or HIPAA, and encorspanore types of personal information (medicalmatic, etc).
However, it does not appear tlemly state law satisfies these conditions. Therefoeerelax our requirements and consider a
strict law to be one that satisfies two of the imi@d conditions: acquisition-based and covers atbpns, businesses and state
agencies. Seven states are, therefore, considerée stricter: California, Florida, Hawaii, lllir@i Nevada, New York,
Rhode Island, Tennessee and Washington D.C. Waeirttenact strictness with the state’s adoptiorheflaw (aw_Strict) to
compare states with strict and non-strict laws.

Interstate transactions: Recall from Table 1 th&ieé majority of personal records are lost orestdrom businesses, we
must consider how much of this activity is conddcheter (between) and intra (within) state. If afitivity was conducted
within the state, for example, then all reporteehiity thefts would be a result of breaches withiat same state. A breach in
a university may result in misrecorded reportshd degree that the students are out-of-state r@siddowever a breach of a

27 http://allcountries.org/uscensus/37_urban_and| rpopulation_and_by.html, accessed 01/10/08.
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state agency (such as a DMV) is likely to only etffeesidents of that same state. Of the 517 casaygzeed by the CIMIP
study (2007), 35% (181) of identity theft crimesored out-of-state. Nevertheless, proper idemtifon of the effect of law
becomes difficult. We attempt to account for thig-of-state activity in the following three ways:

» weighting the levels of identity theft by intergatommerce activity as recorded by the 2002 cemsteau,

« Conceivably, the adoption of law by neighboringesamay affect one’s own identity theft rates. Efiere, we include a
variable percNeighborsLaw) that represents the percentage of a state’s bogdaeighbors that have adopted a data
breach law.

» To consider the effect on identity theft as moegest adopt disclosure laws, we interacthag aw dummy variable with
the percentage of all US states that have adopeethiv Law_PercStates\WLaw).

5.2 Results
The results of the regression models are shownalleT7. The dependent variable in all specificatianthe identity
theft rate and the variable of intereshéslLaw, the effect of data breach disclosure laws.

In specification 1 we regress identity theft ontestdemographic and economic variables for 2002niaetstand how
identity theft correlates, if only generally, with state’s demographic and economic indicators. rElselts suggest that
identity theft is highly correlated with the log gbpulation, fraud and motor vehicle thefts. Theerpretation of the
population coefficient is that a 10% increase ipydation increases identity theft by .49 per 100,00r 5 per 1 million)
persons.

Specification 2 and 3 include the same covariatésSpecification 3 -- and all other specificatighat follow -- use
cluster-corrected standard errors by state. We dvaxipect negative coefficients for all of the laslated variables,
indicating that their presence reduces the numtieidentity thefts, by either lowering the cost fmnsumers to check their
credit report (FACTA), or providing them with aatiable information for which to avoid or prevent betng a victim. The
coefficient of law is -0.45 suggesting that datadwh disclosure laws reduce identity thefts byfdrsvery 1 million people
(a very small amount), however, it is not statatic significant. The coefficient for the effect airedit freeze laws
(hasCreditFreezel aw) is positive (1.27) and significant at the 10%edk\ndicating that credit freeze laws increaseniity
theft by 1.27 per 100,000 people. However, clusterecting by state removes all significance.

Specification 4 includes interactions of a statais with higher income, more urban areas and sg&g of law. The
interpretation of the coefficient dfaw_Highlncome, for example, suggests that having a data brea@todure law in a
richer state reduces identity thefts by about 11@®,000. However, this is not statistically distirghable from zero.
Similarly, bothLaw_Urban andLaw_Strict have very small and negative coefficients, buthaegiis significant. Together,
these findings suggest that the laws in higherime@nd more urban states do not reduce identify tekative to their
complement. Moreover, stricter laws are not fouadréduce identity thefts more than weaker onesd@med by the
authors).

Specification 5 shows the effect of the lagged &dapof law. The results indicate that 6 monthgml#tdoption, identity
thefts increase by about 1 per 100,000 but is waisscally significant. Periods of 12 and 18 munafter adoption show a
stronger negative but insignificant effect on idigrthefts.

The dependent variable in Specification 6 weighesitientity theft rate by the percentage of intdestommerce as an
attempt to compensate for consumer reports in taie that could have actually occurred in anottees The coefficient of
law is negative but small (-0.26) and again ingigant.

Finally, Specification 7 accounts for interstat@ngactions by considering the percent of neighbostates with the law
and an interaction of law with percentage of tstates with the law. The coefficient representimg percent of neighboring
states with the lawpércNeighborsLaw) is small, but positive (2.39) and significanttiae 10% level. The interpretation is
that, as 10 more percent of one’s neighbors aduptldw, identity theft reporting rates increase2dyin 100,000. The
interaction of law with the percentage of all U&tss with the law shows a positive but non sigaificeffect (0.96).

Alternative specifications were also run using tbg of identity theft rates as the dependent vdgialVhile this
produced slightly smaller standard errors, it dosssubstantially affect the results.

5.2.1 Awareness Bias

The causality diagram presented in Figure 5 sugdhat the data could suffer from an increased ewess bias caused
by more reporting. However, we can conclude that imcrease in reporting due to this phenomenon dvaause the
coefficients of law to be biased toward zero aswshbelow in Figure 6.
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Figure 6: Downward biased estimates

In effect, this would represent an underestimatdoarer bound of the effect of law. We currently bamo ideal
countermeasure to this bias, but recognize thainarease in awareness common to all states (say & nationally
syndicated news program or nationally circulateinenor printed magazine) would be captured in @gression by time
dummies and would reduce its impact. Therefordyias our estimates, awareness would need to vaogsastate and time.
i.e. it would have to be systematically differentass states.

5.2.2 Endogeneity of the law

Another consideration for our analysis is the emuhedty of law. That is, we would like to show thlé laws are not
systematically adopted because of higher ratesleitity theft within a state. Conversations witlivacy and data breach
lawyers confirm our exogeneity claim that thesecldsure laws are not adopted because of identéft,tbut due to other
factors such as: state-level lobbying by privacyamdcy and corporate interest groups, the polittoativation of state
legislators (looking to improve their reputationtgr making “good law”), or particular “shocks” the system.

All of these factors suggest exogeneity of lawhvitie possible exception of the last. A “shock’thirs context would
imply that a state adopted the law because of desudurge of identity thefts in a previous peridd.be clear, we find no
evidence that disclosure laws were adopted spaltffibecause of a sudden rise in identity theftnes. However we can
identify two cases in which laws were adopted, antpbecause of a data breach: California and Gaofdpe third senate
reading of California SB 1386 states, “the provisiof this bill were partially inspired by the reténcident at the state's
Stephen P. Teale Data Center in which computer dracwere able to illegally access sensitive fir@nand personal
information regarding approximately 265,000 statekers.™ Next, the state of Georgia adopted a discloswearaviay of
2005 that applies only to data brokers. It is lkiglat this law was a result, at least in partthef Choicepoint breach (a data
broker) in February 2005. As of January 27, 200@& number of identity thefts resulting from thisséich have been
estimated between 800 (as per the FTC) and 16g@kgs Angeles County District attorney)However, even at 800, the
change in identity theft rate would be only abowi? of 100,000 people.

We can also address endogeneity by examining tuegels of identity theft before of the law as shawfigure 7%°

2 http:/iwww.leginfo.ca.gov/pub/01-02/bill/sen/sb 5131400/sb_1386_cfa_20020823 220958 asm_floor.anessed 12/03/07.
29 http://www.mywire.com/pubs/USATODAY/2006/01/27/1M7B6 7extID=10051, accessed 03/13/08.
30 For example, the 2003 data point for states witltioe: law is the percent change of the averageitgieheft rate in 2003 over 2002.
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Figure 7: Changesin identity theft for stateswith and without law

If the laws were, indeed, endogenous, we would edqoesee an increased identity theft rate botlima)ediately before
adoption of the law, and b) compared to statesowitthe law. We see no such systematic increasstdtes that adopted the
law in 2005. In fact, the changes in this groupahperfectly matches the trend for states withbetlaw. For states that
adopted in 2006, we see a slightly greater increagkentity theft rate compare with other state$% vs. 2.0%).

5.2.3 Reporting bias

We cannot avoid the possibility of reporting biashat those who report identity thefts are systarably different from
those who experience the crime. Biases could bealtiee amount of stolen money or type of identitgft suffered by the
victim. For instance, Blumstein et al. (1991) fouhdt, “offences involving injury to the victim @ubstantial property loss
are more likely to be reported to the police” (ammthilarly suggesting that less severe offencesdcbel underreported). In
2005, the Bureau of Justice found that about 45%otins experienced identity theft relating tositig credit card accounts
(generally considered a less severe form of idettift) (Baum, 2007) whereas the FTC consumer ¢aimg from 2004 to
2006 ranged between 10.7% and 11.9% for the sapeedf identity theft (FTC, 2007). The relativelydaeporting rate
relative to survey data (about ¥ as much), sug@estsrderreporting of less severe forms of idemiigft.

Another potential source of error could be due idesreporting of crimes where offenders are knosthe victims
(Garofalo, 1990). Javelin (2006) reports that alddi® of known causes of identity theft were by songethe victim knew
(friend, acquaintance, or relative), whereas FT@esgate (2007) reports a similar 16%. While the FEbthplaint form does
allow the respondent to specify their relationstuthe offender, this information is not publishedthe annual consumer
reports and was unavailable at the time of writing.

From 2004 to 2006, the FTC (FTC, 2007) identifies 18-29 year old cohort consistently reporting enidentity thefts
and that those aged 60 and over report the leaguéntly. Similar proportions are supported by Ri€-Synovate (2007)
and BJS victim surveys (Baum, 2006, 2007) and fhezesuggests little age bias reporting. The FT@maint forms* do
not collect victim demographic information such insome, education, race, or ethnicity, so we arretfore unable to
estimate the degree to which these factors mayecausporting bias.

While not conclusive, these findings suggest thgttaases that may exist are more a function ofythe of crime, rather
than specific characteristic of the victim.

6. POLICY IMPLICATIONS

A broader issue relevant to policy makers is whethere are other means by which this law could (sinould) be
evaluated. Environmental disclosure laws often meas deterrent policy by their effectiveness auoing not just the
frequency of incidents, but also the severity aidents and a firm’'s compliance with the regulat{@ohen, 2000). While
our analysis may not show conclusively that theslagduce the frequency of identity thefts, it isgible that they could help
reduce the severity of the crimes (as measuredhbguner losses or type of identity theft), or cdempde, as measured by
the improvement in a firm’s security practices.

6.1 Consumer losses and incentives
Studies have shown that a victim loses less mamewdoner they become aware of fraudulent actfiATyC-Synovate,
2007; Javelin Research, 2006). Javelin claimsltsses are 21% lower when consumers detect idehéfy within the first

31 The FTC identity theft complaint form: https:/fitn.gov/pls/dod/widtpubl$.startup?Z_ORG_CODE=PUa&;essed 02/20/08.
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week, and 65% lower when consumers detect the cwiiten a year. Moreover, they claim that averagasumer costs
declined in 2005 by 37% ($422). However, once regtifthe responsibility still lies with the indiwidl to take mitigating
actions, something which not everyone appears diob®y. Robert Kamerschen, vice president of Clpumad, claimed that
fewer than 10% of the 163,000 consumers availethsb&/es of free credit monitoring services follogvithe Choicepoint
breach® Moreover, FTC-Synovate (2006) found that 44% dniity theft victims ignored breach notificatiorttés. A
recent Ponemon survey discovered that 77% of relpus claimed to be concerned or very concernedtdbss or theft of
personal information and 72% of respondents belighat their chances of becoming a victim of idgntheft was greater
than 20%. Yet, despite these claims of concern, 85%espondents failed to take advantage of fresuisidized credit
monitoring services.

It is possible that these behaviors are manifestatof a number of human behavior decision ertopg\Wenstein, John,
Volpp, in preparation):

e optimism bias: consumers simply perceive their charof becoming a victim to be very low

e rational ignorance: consumers believe their costlithining more information about how to respondweighs any
benefits that they may receive

« status quo bias: consumers’ own inertia inhibiestHfrom anticipating possible future consequendéédemtity theft and
responding appropriately.

Just as Magat and Viscusi (1992) argue, disclogislation will be more effective when the noticesntain the
necessary information required for consumers ttebetvaluate the risk and take appropriate meagarpsevent loss. For
example, there is evidence that very few disclogefters contain full information and inform consens of the data that was
actually compromised (which becomes relevant whan gonsider the consequences of loss of SSN vs dreehe address
and phone number) (Samuelson Law, 2007). Moredher|etters often lack customer support contadrinftion, and we
have yet to hear of a letter that emphasizes auocosss time and financial costs or cite the milBoof estimated victims of
identity theft each year. Therefore, including velet information may help overcome both optimisrasband rational
ignorance.

Finally, we recognize that many breaches resutioirtonsumer loss, either because the informatiansivaply lost and
will never be used maliciously, or when one’s mardthank reimburses the consumer of credit cardifrelowever, until the
crime occurs, one does not know a priori whethey till suffer loss and so rather than relying e tonsumer to take
action (for example, by signing up for identity fih@surance, fraud alert, or credit freeze), wasider that any one of these
mitigating actions could be implemented withoutagelon behalf of the customer, thereby alleviatimgstatus quo bias.

6.2 Firm losses and incentives

But firms may likely suffer from optimism bias, todhey may believe their probability of sufferingoeeach is small
enough that, despite a few very highly publicizedaghes, may still not fully appreciate (or intdize) the penalties. For
example, Choicepoint incurred a total of $26M ine§ and fees. They were fined $10M by the FTC folating the fair
credit reporting act, and required to allocate Rl $fust fund to assist identity theft victims (reds). They suffered a $10M
civil class-action lawsuit, paid an additional $&0@r many states’ legal fees, and spent $500k tdvem identity theft
education campaigii.And they survived. Moreover, their assets (consupegsonal information) are valuable enough that
they became a recent acquisition target by ReeeVigls the parent company of LexisNexfitn addition, TJ Max reported
costs of $178M for a breach that was disclosedanye2007 and involved 95 million customer recorDgspite this, their
profits increased by $1.66 per share one year.ater

A number of studies have examined the financialaictg to firms that incurred a privacy or securitgdzh, with most
showing only a mild effect. Campbell et al. (2008, instance, find “limited evidence of an overa#igative stock market
reaction to public announcements of informationusiée breaches.” Cavusoglu et al. (2004) find tttad disclosure of a
security breach results in the loss of $2.1 ofrie’§ market valuation. Acquisti, Telang and Friedn{2006) use an event
study to investigate the impact on stock marketgwifor firms that incurred a privacy breach. Thaynd a negative and

32 http:/fwww.networkworld.com/news/2007/041007-ctemioint-victim-offers.html, accessed 02/13/08.
33 http:/iwww.networkworld.com/news/2008/012908-clemoint-to-pay-10m-to.html, accessed 02/13/08.
34 http://www.washingtonpost.com/wp-dyn/content/aefi2008/02/21/AR2008022100809_pf.html, accesseA3IA8.

% http://www.networkworld.com/nlsecuritynewsal88931 http://www.theregister.co.uk/2007/12/20/tjx_bandttlement/,  accessed,
http://money.cnn.com/2008/02/20/news/companiesdbesstjx.ap/index.htm accessed 02/20/08.
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significant, but temporary reduction of 0.6% of #teck market price on the day of the breach. kb[@arantes (2006) study
the four financial quarters post security breacheyl find that while the firm’'s overall performaneas lower (relative to
firms that incurred no breach), the breached firsafes increased significantly relative to firmattincurred no breach.
Regardless of these findings, firms do appear tmbking significant security and operational imprments in the wake of
disclosure laws (Samuelson, 2007).

6.3 Recommendations
Proper research on the effectiveness of data bréiaclosure laws is hampered by the lack of sufiti high quality

data. Hoofnagle argues that the current collectbndentity theft records come from surveys andcdo¢al accounts
(Hoofnagle, 2007). He claims that current informatis not sufficient and that banks and other amgdions should be
required to release identity theft data to the jputar proper research. We certainly agree witls thew. To the extent that
reporting and awareness biases can be reduceil, alow researchers to more accurately measueartipact of disclosure
laws. Moreover, we believe that the proper coltetf identity theft victimization, and consumenddirm loss data will be a
valuable tool for researchers, policy makers amasomers. We therefore join others (Samuelson, 2008upporting the
following recommendations to policy makers:

» Create a single, federal data breach disclosureHhatvcovers all persons, private organizationta téeokers and state
and federal agencies. This single law should redoodlict between states laws and lower the bafaecompliance.

» Standardize the content of notifications to incluady pertinent information (no marketing brochQrésat includes
actionable information for the consumer (e.g. dzftéreach, type of personal information lost, andtomer support
contact information).

« Define an oversight committee to be notified oftattaches. This will create an authoritative sowfclereach data that
can be made available to policy makers, researamt£onsumers.

7. CONCLUSION
We have researched the effect of data breach diseldaws on identity theft, though we find noistatally significant
result. However, this lack of significant findinggy be due to a number of factors:

There could be a significant and negative effeat, dur regression model is too blunt an instrumeith which to
properly identify it. The fixed-effects regressiaith panel data is a powerful econometric methad #dilows us to control
for unobserved heterogeneity in addition to numgrdamographic and economic factors. We considdr tHea overall
effectiveness of law may vary by state income, nidaion and strictness of law and we accountedcfedit-related
legislations that may lead to increased reportifig. test the possibility that an identity theft tbaturs in one state may be
misreported in another state and whether the effetaw varies with time. Nevertheless, we recognize possibility of
confounding factors that may lead to omitted vdddiias, such as awareness bias. This may occur sdrae states exhibit a
systematically higher proportion of identity thefporting than other states. Note that nationaldsewould be captured by
the time fixed-effects in the regression model. &ber, our results would represent a lower bountheroverall effect of
law.

While reported crime data is commonly used as aypfor actual crimes, we cannot rule out the pabsitthat data
from the FTC may still somehow be biased. This wahkerefore, restrict our inferences about the &ffect of law on all
identity theft crime. Nevertheless, we can rule sune sources of bias, and we believe the datactet! and published by
the FTC is currently the best source of identisftlidata.

The laws could simply not be effective at redudihng number of identity theft victims. If the vasgjority of identity
theft does not originate from data breaches, thenntaximum effectiveness of these laws is inheyditlited. It is also
possible that firms have simply not had the timetoperly implement the necessary security contrmighat the controls
they have implemented are not effective at premgrtireaches. Conditional on being notified, howgtrer consumers must
themselves take responsibility to reduce their oisk of identity theft — something which only a roiity appears to be
doing. And so it may be that only with time, wileveee more firms internalize the costs, more coassinespond to the risks,
and the victimization rates decline.
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9. APPENDIX

9.1 Tables
Table 5: Adoption of Law by state, 2002-2006
2002 2003 2004 2005 2006 High
(PL) | (P2) (P3) | (P4) (P5) | (P6) | (P7) | (P8) (P9) (P10) | Urban Inc | Strict
Adoption
State Date
Alabama
Alaska Y
Arizona 01/01/07 Y
Arkansas 03/31/05
California 07/01/03 Y Y Y
Colorado 09/01/06 Y
Connecticut 01/01/06 Y Y
Delaware 06/28/05 Y Y
Florida 07/01/05 Y Y Y
Georgia 05/05/05
Hawaii 01/01/07 Y Y Y
Idaho 07/01/06
lllinois 01/01/06 Y Y Y
Indiana 06/30/06
lowa
Kansas 01/01/07 Y
Kentucky
Louisiana 01/01/06
Maine 01/31/06
Maryland Y Y
Massachusetts Y Y
Michigan 07/02/07 Y Y
Minnesota 01/01/06 Y Y
Mississippi
Missouri
Montana 03/01/06
Nebraska 07/14/06 Y
Nevada 10/01/05 Y Y Y
New Hampshire| 01/01/07 Y
New Jersey 01/01/06 Y Y
New Mexico Y
New York 12/08/05 Y Y Y
North Carolina 12/01/05
North Dakota 06/01/05
Ohio 02/17/06 Y
Oklahoma 06/08/06
Oregon 10/01/07 Y
Pennsylvania 06/30/06 Y Y
Rhode Island 03/01/06 Y Y Y
South Carolina
South Dakota
Tennessee 07/01/05 Y
Texas 09/01/05 Y Y
Utah 01/01/07 Y
Vermont 01/01/07 Y
Virginia Y Y
Washington 07/24/05 Y Y
West Virginia
Wisconsin 03/31/06 Y
Wyoming 07/01/07 Y
D.C. 07/01/07 Y Y Y
Total Adopters| 0 0 0 1 1 1 4 12 23 28
Percent Adopted 0 0 0 0.03 0.0 0.02 0.08 0.p4 0.49.55
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Table 6:

Descriptive Statistics

Variable M ean Std. Dev Min M ax
Identity theft rate 30.39 14.2P 5.7 84.86
Has data breach law 0.14 0.34 1
Has FACTA 0.40 0.49 ¢ 1
Has CreditFreeze Law 0.09 0.28 0 1
d1PerOld (6 months old) 0.05 0.21 0 1
d2PerOld (12 months old) 0.02 0.15 0 1
d3PerOld (18 months old) 0.01 0.12 0 1
% Neighbors with law 0.13 0.28 0 1
State GDP per capita 3,666.95 1,299]12  2,257.97 62837
Income per capita 3,255.50 564.27 2,128(98 5,808.40
Unemployment rate 5.10 1.12 2.18 8.p5
Ln(population) 15.06 1.04 13.12 17.41
Firm birth rate 322.10 111.18 173.62 75778
Firm death rate 337.11 103.68 165.95 759.66
Fraud rate 57.23 19.3p 16.79 180.28
Burglary rate 704.82 230.64 309.30 1,22150
Larceny rate 2,381.60 546.06 1,18800  3,977.20
Motor vehicle crime rate 388.38 252.20 91.80 1,304.
Violent crime rate 427.7¢ 236.50 78.20 1,687{30
Table 7 : Regression Results
Dependent variable (1-4,7): identity theft rate
Dependent variable (6): identity theft rate weighlby interstate commerce
@) ) ®3) “4) ®) (6) )
COEFFICIENT 2002 Basic |State clusterExtended| Lagged Laweighted| Neighbors
Only correction
hasLaw -0.45 -0.45 0.35 -0.26 -0.71
(0.59) (0.60) (0.76) (0.36) (1.06)
hasfacta -0.16 -0.16 -0.12 -0.14 0.5( -0.1B
(0.63) (0.60) (0.59) (0.60) (0.35 (0.57
hasCreditFreezelLaw 1.27* 1.27 1.52 1.12 121 1.14
(0.70) (1.19) (1.26) (1.13) (0.82 (2.19
Law_Highlncome -1.10
(0.83)
Law_Urban -0.49
(1.05)
Law_Strict -0.09
(1.28)
d1PerOld 0.94
(0.58)
d2PerOld -1.94
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(1.29)
d3PerOld -1.23
(1.34)
percNeighborsLaw 2.39*
(1.29)
Law*percStatesWLaw 0.96
(2.72)
stategdpper 0.00 -0.01* -0.01 -0.01 -0.00 -0.00** -0.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00 (0.00
incomeper -0.00 -0.00 -0.00 -0.00 -0.00 -0.0p -0.0o0
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00 (0.00
unemp 0.09 0.11 0.11 0.07 0.16 -0.38 0.0Y
(0.58) (0.35) (0.52) (0.51) (0.52) (0.27 (0.53
Inpop 4.93** | 85.08** | 85.08* | 88.45* | 91.44* | 51.9%= | 85.75*
(0.68) | (13.29) (34.30) (34.64 (34.54 (15.04) .68
firm_birthsper 0.01 -0.01 -0.01 -0.01 -0.01 -0.01* -0.01
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01 (0.01
firm_deathsper 0.01 0.00 0.00 0.00 0.0Q 0.0p 0.00
(0.01) (0.00) (0.00) (0.00) (0.00) (0.00 (0.00
fraudper 0.32%+* -0.01 -0.01 -0.01 -0.01 -0.01 0.0
(0.06) (0.02) (0.02) (0.02) (0.02) (0.01 (0.02
crime_burglper -0.00 0.02%* 0.02%* 0.02%* | 0.02** | 0.01** | 0.02%*
(0.00) (0.01) (0.01) (0.01) (0.01) (0.00 (0.01
crime_larcenyper -0.00 -0.00 -0.00 -0.0d -0.0 00.0 -0.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00 (0.00
crime_motortheftper| 0.03** 0.01 0.01 0.01 0.01 0D. 0.01
(0.00) (0.00) (0.01) (0.01) (0.01) (0.00 (0.01
crime_violentper 0.00 -0.03%* -0.03%* | -0.03**| -Q3** | -0.01** | -0.03**
(0.00) (0.01) (0.01) (0.01) (0.01) (0.01 (0.01
dper2 4,97 4.97%* 4.96%* | 4,920 | 2.04%* | 4,92%*
(0.59) (0.42) (0.42) (0.41) (0.28 (0.42
dper3 10.60** | 10.60** | 10.57** | 10.51** | 4.11** | 10.52*%*
(0.67) (0.71) (0.71) (0.69) (0.44 (0.70
dperd 8.68*+* 8.68%** 8.63%* | 8.56%* | 3.36™* | 8.53**
(0.75) (0.65) (0.65) (0.64) (0.46 (0.63
dper5 15.77% | 15, 77** | 15.66** | 15.62** | 6.15%* | 15.55%*
(0.85) (1.02) (1.02) (1.00) (0.66 (0.96
dper6 12.44% | 12.44% | 12.25% | 12.34%* | A4 50%* | 12,18*%*
(0.99) (1.03) (1.05) (1.04) (0.62 (0.96
dper7 18.29% | 18.29% | 17.99% | 18.14** | 6.51** | 17.85%*
(1.07) (1.19) (1.19) (1.20) (0.80 (1.09
dper8 13.51% | 13.51%* | 13.21%* | 13.21%* | 4,46 | 12.63***
(1.36) (1.53) (1.55) (1.54) (0.95 (1.50
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dper9 18.53*%* | 18.53%* | 18.15%* | 18.17** | 5.89*%* | 17.13**
(1.50) (1.92) (1.95) (1.92) (1.08 (1.90
dperl0 11.03%* 11.03*¥* | 10.57*%*| 10.85%* | 2.49* | Q.209**
(1.55) (2.12) (2.21) (2.17) (1.21 (2.14
Constant -71.91*1,228.86*-1,228.86**-1,280.08*1-1,325.52*4-743.61**-1,241.38*
(9.79) (200.96) (506.42)f (510.95) (509.7b) (22%.23510.53)
Observations 102 510 510 510 510 51( 510
Number of statei 51 51 51 51 51 51
R-squared 0.87 0.82 0.82 0.82 0.83 0.70 0.83

Standard errors in parentheses, *** p<0.01, * B&).* p<0.1
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